
Initialization Noise in Image Gradients and Saliency Maps
Ann-Christin Woerl, Jan Disselhoff, Michael Wand

CONCLUSION

Explaining data by attribution

§ Substantial initialization noise

§ Marginalization can remove it

§ Attribution results are at least incomplete

CONTRIBUTIONS

§ Initialization and training of a deep network can have 
strong influence on saliency maps

§ Noisy artefacts can be removed by marginalization
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MOTIVATION

§ Visualizing network decisions with different saliency 
methods

§ Understand data by using classifier as a tool
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VISUAL COMPARISON

ENSEMBLE DEEP DREAM

§ Adapt “inceptionism” approach to use gradients from 
an ensemble of 20 networks

§ Results appear to show more complete features
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SALIENCY MAP COMPARISON

§ First column: mean over 30 differently initialized models

§ Column 2-3: single model with random initialization 
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ANALYSIS OF INPUT GRADIENTS

§ Logit-by-image gradients

§ Mean over 50 models vs. 2 handpicked models

SNR ANALYSIS

§ SNR varies for different classes (left)

§ Impact of architectural parameter on SNR 
(right)

§ SNR for different architectures, saliency 
methods and datasets (right)

§ SNR vs. SSIM (left)
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